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ABSTRACT
We model the plume ““ splashback ÏÏ phase of the Shoemaker-Levy 9 (SL9) collisions with Jupiter. We

modiÐed the ZEUS-3D hydrodynamic code to include radiative transport in the gray approximation and
present validation tests. After initializing with a model Jovian atmosphere, we couple mass and momen-
tum Ñuxes of SL9 plume material, as calculated by the ballistic Monte Carlo plume model of Paper I of
this series. A strong and complex shock structure results. The shock temperatures produced by the
model agree well with observations, and the structure and evolution of the modeled shocks account for
the appearance of high-excitation molecular line emission after the peak of the continuum light curve.
The splashback region cools by radial expansion as well as by radiation. The morphology of our syn-
thetic continuum light curves agrees with observations over a broad wavelength range (0.9È12 km).
Much of the complex structure of these light curves is a natural consequence of the temperature depen-
dence of the Planck function and the plume velocity distribution. A feature of our ballistic plume is a
shell of mass at the highest velocities, which we term the ““ vanguard.ÏÏ Portions of the vanguard ejected
on shallow trajectories produce a lateral shock front, whose initial expansion accounts for the ““ third
precursors ÏÏ seen in the 2 km light curves of the larger impacts and for hot methane emission at early
times observed by Dinelli and coworkers. Continued propagation of this lateral shock approximately
reproduces the radii, propagation speed, and centroid positions of the large rings observed at 3È4 km by
McGregor and coworkers. The portion of the vanguard ejected closer to the vertical falls back with high
z-component velocities just after maximum light, producing CO emission and the ““ Ñare ÏÏ seen at 0.9 km.
The model also produces secondary maxima (““ bounces ÏÏ), whose amplitudes and periods are in agree-
ment with observations.
Subject headings : atmospheric e†ects È comets : individual (Shoemaker-Levy/9) È hydrodynamics È

infrared : solar system È planets and satellites : individual (Jupiter) È shock waves

1. INTRODUCTION

In this paper we model the collapse of a nominal ejecta
plume from the collision of comet Shoemaker-Levy 9 (SL9)
with Jupiter. We couple the mass and momentum Ñuxes
from the ballistic plume model of Harrington & Deming
(2001, hereafter Paper I) to a radiative hydrodynamic model
of the Jovian atmosphere, and we follow the shock forma-
tion, evolution, and cooling in detail. The ballistic plume
model was developed in Paper I based on the power-law
velocity distribution of Zahnle & Mac Low (1994), with free
parameters constrained to reproduce the appearance of the
observed plumes at the Jovian limb and the disk debris
patterns as observed by Hammel et al. (1995). In the present
model, only a few additional parameters can be varied, and
we have simply adopted reasonable values without attempt-
ing to ““ Ðne-tune ÏÏ the modelÏs agreement with observations.
It is not our intent to ““ Ðt ÏÏ the model to the observations for
speciÐc impacts but merely to elucidate the physics of a
typical splashback. Nevertheless, the success of our
approach is exempliÐed by the good agreement between our
synthetic light curves and observations over a broad wave-
length range (0.9È12 km) and by the occurrence in the
model output of several phenomena that have previously
eluded explanation.

We describe the physical basis of the radiative hydrody-
namic model in ° 2 and its validation using test problems in

° 3. In ° 4, we apply it to the nominal SL9 plume and
compare the results to observations. Section 5 summarizes
our results.

2. CODE PHYSICS

The radiative hydrodynamic model utilizes the ZEUS-3D
hydrocode (Stone & Norman 1992 ; Clarke, Norman, &
Fiedler 1994), which we have modiÐed to include radiative
transport in the gray approximation. The physics in our
modiÐed code is given by the Ñuid equations

continuity :
Lo
Lt

] $ Æ (o¿) \ 0 , (1)

momentum:
LP
Lt

] $ Æ (P¿) \ [+p [ oü , (2)

energy:
Le
Lt

] $ Æ (e¿) \ [p$ Æ ¿] 4nio(J [ S) , (3)

ideal gas equation of state : p \ (c[ 1)e\ RoT , (4)

with mass density o, time t, velocity Ñow Ðeld momentum¿,
vector Ðeld pressure p, (constant) gravitationalP \ o¿,
acceleration vector internal energy per unit volume e,ü ,
opacity i, mean intensity J, source function S, the (constant)
ratio of speciÐc heats c, gas constant R, and temperature T .
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We also add the radiative transfer equations

J(q0)\
1
2
P
0

=
S(q)E1(q[ q0) Â q[ q0 Â dq , (5)

S \pT 4
n

, (6)

q\
P

io dz , (7)

with optical depth q, Ðrst exponential integral function E1(Mihalas 1978), Ste†an-Boltzmann constant p, and height
above the 1 bar level in the Jovian atmosphere z. Note that
our implementation of radiative transfer in ZEUS-3D treats
radiation as a transport mechanism, not as a Ñuid. We ignore
the internal energy and stresses of the radiation itself and
assume its propagation to be instantaneous.

The model uses quadrature integration to calculate J
from equation (5). Shocked regions occupying only a few
grid zones are adequately represented in the quadrature,
allowing the correct reproduction of any possible heating of
the lower atmosphere by radiation from the overlying
shocks (Melosh et al. 1990). Note also that equation (6)
represents an assumption of local thermodynamic equi-
librium (LTE) for the radiation Ðeld.

The radiative transfer equations (5)È(7) require an addi-
tional boundary condition, represented by the e†ective tem-
perature of the atmosphere and the consequent(Teff)radiative Ñux that passes continuously through the Ñuid. At
the lower boundary of the atmosphere, where q? 1, we
utilize the approximations (Mihalas 1978)

J [ S \ 1
3

d2S
dq2 , (8)

dS
dq

\ 3pTeff
4n

. (9)

In order to implement equations (8) and (9) in the code, we
add a ““ virtual ÏÏ layer below the deepest active layer. We
calculate the optical depth and temperature of the virtual
layer in advance from and use them in calculating theTeffspace-centered derivatives of S with respect to q. Equation
(8) then gives the value of J [ S when the optical depth
exceeds some predetermined value (typically 10).

ZEUS uses an explicit Ðnite di†erence method to inte-
grate the Ñuid equations, with a Courant condition
(Courant & Friedrichs 1948) imposed to limit the size of the
time step. Our addition of radiation to the energy equation,
and the inÑux of plume mass and momentum to the top
layer of the atmosphere, must also be considered in the
context of the ZEUS Ðnite-di†erence approximations. We
rederived the Ðnite di†erence approximation to equation (3)
to maintain correct centering in space and time, and we
found that requiring the change in e to be less than 10%
from radiation in a single time step gives stable results. We
similarly require that the plume mass added to the top
atmospheric layer cannot change o by more than 100% in a
single time step.

The mass and momentum Ñuxes in the ballistic plume are
relatively uniform over a ““ core ÏÏ region deÐned by the
opening angle of the ““ launch cone ÏÏ in rh coordinates.

ZEUS-3D was therefore conÐgured to solve equations
(1)È(9) in zrh geometry, where r is radial distance from the
impact point and h is the azimuthal angle. Given the
approximate uniformity in h for the bulk of the infalling
mass, all models presented here use a single two-
dimensional wedge in h, which provides for the plumeÏs
vertical and radial velocity components and permits buoy-
ancy e†ects (gravity waves). We neglect Coriolis e†ects and
the curvature of the Jovian atmosphere, which will not sig-
niÐcantly a†ect the shock structure and light curves. Figure
1 shows a sketch of the zrh geometry as implemented in
ZEUS.

Zahnle & Mac Low (1995, hereafter ZM95) computed a
theoretical light curve under the assumption that the infal-
ling plume energy was instantaneously balanced by radi-
ative losses. Since radiative losses have a timescale that
varies as T ~3, a detailed treatment of radiative damping is
needed. Radiation in numerous molecular bands and con-
tinuum emission from grains are both potentially impor-
tant. However, the detailed wavelength dependence of the
radiation is less important to the hydrodynamics than the
bolometric energy loss, so we use a mean opacity. Also,
since the scale height of the Jovian atmosphere is much less
than the radial scale of the plume splashback, we compute
the mean intensity at each point under the assumption that
the atmosphere is homogenous in r and h. In other words,
the radiation Ðeld does not ““ see ÏÏ points at other values of r
and h ; only the variation in the z-direction is accounted for
(this is implicit in eq. [5]).

A signiÐcant portion of the plume mass was likely present
in the form of silicate or other grains (Nicholson et al.
1995b ; Griffith et al. 1997 ; Molina, Moreno, & Munoz
1997 ; Friedson 1998), whose deposition is believed to
account for the postimpact debris patterns on the Jovian
disk. However, Takata & Ahrens (1997), Zahnle (1996), and
Paper I calculate that the plumes were mostly entrained
Jovian air. We assume that the overall hydrodynamics of
the splashback was determined by the gaseous component,
with grains advected by the Ñow and heated by the shocks
(Moses 1997). Nevertheless, we have incorporated an
option in the code for following the motion of tracer grains
by explicit integration of the grain momentum equations.
Ballistic studies (Jessup et al. 2000 ; Paper I) have shown
conclusively that continued radial transport after splash-
back is necessary to explain the disk debris patterns. We
performed exploratory grain transport calculations, which
indicated good agreement with the observed radial extent of

FIG. 1.ÈGeometry used in the radiative-hydrodynamic model
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disk debris but also convinced us that the transport of
grains does not have a major e†ect on the phenomena dis-
cussed in this paper (e.g., light curves).

The original version of ZEUS-3D applies to a single-
component Ñuid having a single value for R and c. We
adopt c\ 1.2 from the Galileo observations of the G impact
Ðreball (Carlson et al. 1997). We also apply this value to the
Jovian atmosphere, lacking a direct determination for
shocked Jovian air. However, we have modiÐed ZEUS to
use two values for the gas constant (R), consistent with
di†erent molecular weights (k) for the plume material and
for Jovian air. We use k \ 2.28 g mole~1 for Jovian air,
which reÑects the helium abundance from the Galileo Probe
Helium Interferometer (von Zahn, Hunten, & Lehmacher
1998). For the plume, we calculated k assuming that the
comet was predominately water (k \ 18) ; the fraction of the
plume material that was cometary was determined in the
ballistic plume modeling and was not a free parameter in
ZEUS-3D. To explore the ““ zeroth-order ÏÏ e†ects of large
versus small impacts, we vary the plume mass by a scale
factor, keeping the same proportions of impactor and
Jovian air in the plume.

ZEUS-3D uses a source step and a transport step to
integrate the Ñuid equations (Stone & Norman 1992). The
source step accelerates the Ñuid using the pressure gradient
and gravity terms on the right-hand side of equation (2) and
the radiation term on the right-hand side of equation (3).
The transport step integrates the spatial and temporal gra-
dients to advect the Ñuid variables across the Eulerian
spatial grid, based on the van Leer (1977) scheme. Explora-
tory calculations indicated that there is little mixing at the
plume/atmosphere interface in the Ðrst hours after impact,
so we used the following simpliÐed treatment. We added an
additional van Leer advection calculation to ZEUS-3D,
tracking the total overlying column density of plume
material at each r, thus determining the location of the
plume/atmosphere boundary. This permits two values of R,
depending on whether the Ñuid in a given grid zone is
plume, atmosphere, or both.

3. CODE VALIDATION

The ZEUS hydrocode has itself been well tested against a
suite of standard hydrodynamic test problems (Stone &
Norman 1992). Since we have modiÐed the code, we must
establish the validity of our modiÐcations and also show
that we have not inadvertently interfered with the existing
code algorithms. We have performed numerous tests for
these purposes, including direct checks of some code algo-
rithms against hand calculations. We also conducted Ðve
more complex tests of the code, as described below.

3.1. Test 1 : Shock Tubes
The shock tube is a one-dimensional test problem

wherein a boundary separates two isotropic regions of dif-
ferent pressures and densities. When the boundary is
removed, a shock propagates into the lower pressure region,
and the code results can be compared to an analytic solu-
tion (Sod 1978). For these tests, we conÐgured ZEUS-3D in
a one-dimensional mode with 1000 zones and with the radi-
ation terms turned o†. We Ðrst repeated the shock-tube test
described by Stone & Norman (1992) and veriÐed that we
can reproduce their Figure 11. However, shocks in the SL9
problem will have larger compression ratios ; e.g., the jump

in pressure across the shock can be as large as 104. Figure 2
shows a successful test for this compression ratio.

3.2. Test 2 : Hydrostatic Equilibrium and Scale Height
The second term on the right-hand side of equation (2)

represents JupiterÏs constant gravitational acceleration. To
test the addition of this term, we started with a two-
dimensional volume with initial constant pressure but oscil-
latory temperature and density. Since constant pressure is
not a solution to equation (2), the code evolved this atmo-
sphere. We used the radiative damping option, with the
arbitrary constraint that J \ S for T \ 500 K (this is equiv-
alent to placing an optically thin atmosphere in a black-
body cavity at this temperature). At t \ 8 ] 105 s, a
near-equilibrium state with constant temperature and gra-
dients in pressure and density prevailed. We veriÐed that
there were no signiÐcant horizontal gradients, and the pres-
sure gradient term balanced the go term to within a frac-
tional error less than 5 ] 10~6. The scale height agreed
with the analytic value to within 0.1%.

3.3. Test 3 : Radiative Damping T imescale
The radiative damping time of a temperature pertur-

bation depends on its spatial scale as well as its temperature
amplitude. Perturbations of large spatial scale can extend
over many optical depths, and these damp slowly because
their optical thickness hinders photon transfer. Spiegel
(1957) derived an analytic expression for the damping time
of small-amplitude temperature perturbations in an isother-
mal atmosphere in LTE. We turned o† the gravitational
acceleration term in equation (2) and conÐgured ZEUS-3D
for a one-dimensional isothermal atmosphere (T \ 5000
K), with a superposed sinusoidal temperature perturbation
of amplitude 100 K. These relatively high temperatures
assure that radiative transfer is rapid in comparison to
hydrodynamic e†ects, which are not included in the analytic
damping formula. We used 1000 zones having an optical
thickness of 0.02 per zone. We ran the code for times that
are small compared to the e-folding time of the perturbation
(so that the Ñuid was not signiÐcantly accelerated), and we
computed the damping rate of the perturbation amplitude
L(*T )/Lt from the model output. Figure 2 shows this rate
compared to the analytic solution as a function of the wave-
length of the perturbation, measured in optical depths qj.The largest di†erence between the code and the analytic
formula is 6% at Since S represents a small pertur-qj \ 2.
bation over J (a 100 K perturbation on a 5000 K
background), the 6% error in the damping rate (in J [ S)
results from a 0.5% imprecision in the calculation of J by
quadrature integration of equation (5). This is more than
sufficient for the SL9 problem because S ? J in the SL9
shocks.

3.4. Test 4 : Radiative Equilibrium
Mihalas (1978) analytically derives the temperature

versus optical depth structure T (q) of a gray radiative equi-
librium atmosphere as a function of Our modiÐed codeTeff.can reproduce this structure. Since the timescale to achieve
radiative equilibrium increases greatly with decreasing
e†ective temperature, we conducted this test using Teff \5800 K, a solar temperature. We started with a two-
dimensional volume of Ñuid having a constant temperature
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FIG. 2.È(a)È(c) Sod shock-tube test using dimensionless units. The initial values for p and o were both 1.0 to the left of the computational boundary at
x \ 0.5 and 10~4 and 10~1, respectively, to the right of the boundary. The boundary was removed at t \ 0, and the Ðgure illustrates the computational state
at t \ 0.2. The crosses show the ZEUS-3D results, and the solid line is the analytic solution calculated following Hawley, Wilson, & Smarr (1984). (d)
Radiative damping timescale test. The line represents the analytic formula for the damping rate of temperature perturbations whose spatial wavelength is qjoptical depths, and the crosses are the results from the code. (e) Radiative equilibrium test. The line is the analytic temperature vs. optical depth relation for a
gray atmosphere having K, and the crosses are the results from the code.Teff \ 5800

(arbitrarily set to 6000 K), and we added a large arbitrary
velocity perturbation in both dimensions. After 4.6 ] 105 s
of simulation time, the Ñuid had converged to a near-
equilibrium state. All state variables were nearly uniform in
the r-dimension, and o and p satisÐed hydrostatic balance
to within a few parts in 107. The T (q) relation was closely
equal to the analytic formula for a gray radiative equi-
librium atmosphere. Figure 2 shows T (q) from the code
(crosses) versus the analytic formula (line). The largest error
is 20 K, and most layers are within 10 K (about 0.2% error).

3.5. Test 5 : Advection
ZEUS-3D uses van Leer (1977) advection. As noted

earlier, we have added an additional van Leer advection
calculation speciÐcally to keep track of the plume portion of
the total Ñuid. We tested this calculation by tailoring our
algorithm to track the total mass column density at each r,
with a large oscillation in the r-velocity. The oscillation
amplitude was 10 km s~1 at the top of the model, decreas-
ing as (1] q2). The amplitude was sinusoidal in r, with a
wavelength of 10 grid zones. This oscillation provides a
greater degree of Ñuid advection than occurs during the
splashback, so it is a stringent test of our van Leer algo-
rithm. Since our algorithm is tracking the same Ñuid as the
original ZEUS algorithm in this case, the two calculations
should track closely. After 5000 s of simulation time, the
largest di†erence between the column densities from the
two independent calculations was 0.5%. This accuracy is

more than sufficient to track the plume column densities for
the timescales of interest here.

4. MODEL RESULTS

4.1. Input Parameters and Nominal Plume
Table 1 gives the parameters adopted for our nominal

model. Constraints on the ratio of plume to impactor mass
come from conservation of energy and the adopted velocity
distribution used in the ballistic Monte Carlo model. Both
plume and impactor mass were varied by the same scale
factor in the ZEUS modeling (e.g., compare R impact to L
impact).

Alexander & Ferguson (1994) calculate Rosseland mean
opacities for solar system matter. At typical splashback

TABLE 1

MODEL PARAMETERS

Parameter Value

R fragment mass (g) . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.7] 1014
L fragment mass (g) . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.7] 1015
R plume mass (g) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.3 ] 1015
L plume mass (g) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.3] 1016
Impactor molecular weight (g mole~1) . . . . . . 18.0
Jovian molecular weight (g mole~1) . . . . . . . . . 2.28
Impactor opacity (cm2 g~1) . . . . . . . . . . . . . . . . . . 10
Jovian opacity (cm2 g~1) . . . . . . . . . . . . . . . . . . . . . 8 ] 10~3
Ratio of speciÐc heats, c . . . . . . . . . . . . . . . . . . . . . . 1.2
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temperatures (600È2000 K) the Rosseland mean varies from
2.5 to 0.02 cm2 g~1. From the composition tabulated by
Jessberger & Kissel (1991), the cometÏs metallicity is
enhanced by a factor of 40 over the Sun. Hence, the opacity
for the impactor material will be in the range 100È1 cm2
g~1. We performed exploratory ZEUS calculations with
opacity calculated as a function of temperature at each time
step by interpolating in the tabulated values given by Alex-
ander & Ferguson (1994). We Ðnd that this does not dra-
matically improve agreement with observations. We have
therefore used a constant intermediate value, 10 cm2 g~1,
independent of temperature and density.

Because the plume is optically thin, varying the mass of
the plume has the same (nearly linear) e†ect on the modeled
light curves as varying the opacity. Hence, the impactor
mass and opacity do not change (to Ðrst order) the shapes of
our modeled light curves ; they merely scale the Ñuxes. To
specify a nominal plume mass (Table 1), we matched the
peak of the 10 km modeled curve to the Ñux of the well-
observed R impact (Friedson et al. 1995). Although we have
relied on the R impact to calibrate the mass scaling factor
for our models, most of our calculations used an L fragment
mass.

Our nominal plume contains a shell of mass at the
highest velocity, and the necessity for this ““ vanguard ÏÏ of
mass is discussed in Paper I. However, we have also calcu-
lated synthetic light curves for a plume wherein the
vanguard is eliminated, and a ““ nonvanguard ÏÏ light curve is
shown in ° 4.6. We adopted an observed temperature proÐle
for the Jovian atmosphere derived from Voyager infrared
interferometer spectrometer measurements (Hanel et al.
1979), supplemented by Galileo probe results (Sei† et al.
1996) at the greatest heights. Since this empirical atmo-
sphere is not in gray radiative equilibrium, coupling it to
ZEUS introduces unaccounted sources and sinks of energy,
but these small imbalances have no signiÐcant e†ect on our
results.

How should we couple the plume from the expanding
Ðreball into our splashback model? As the Ðreball expands
to greater heights, it encounters decreased atmospheric
pressure, and its internal pressure also decreases greatly.
Above some transition height, its motion becomes con-
trolled by ballistics rather than hydrodynamics. Based on
the results of Carlson et al. (1997), we infer this to occur at
zD 400 km above the 1 bar level. Reentry of the plume will
shock the Jovian atmosphere even for z? 400 km, but these
shocks at very great height will produce negligible IR emis-
sion and will not deaccelerate the infalling plume signiÐ-
cantly. Accordingly, we add the infalling plume mass and
momentum Ñuxes to our model in the layer 400 km above
the 1 bar level, interpolating these Ñuxes from the plume
model at each ZEUS r-value and time step.

The infalling plume is believed to be cold (ZM95), so we
have adopted an initial plume temperature of 100 K, this
being equal to the upper atmospheric boundary tem-
perature in gray radiative equilibrium. (Our results are not
sensitive to the initial plume temperature.) The ZEUS com-
putational boundaries at maximum z and r were conÐgured
to be transmitting. The lowest z-surface at the greatest at-
mospheric pressure (5 bars) was speciÐed as reÑecting,
although splashback e†ects do not penetrate even close to
this depth. We experimented with a variety of grid spacings
in the model in order to determine a grid conÐguration that
resolves the splashback shocks while remaining computa-

tionally tractable. Our adopted grid uses 20 layers of 10 km
thickness in the region below 200 km, 100 layers of 4 km
thickness from 200 to 600 km (where the splashback e†ects
are most prominent), and an additional 40 layers of 10 km
thickness above 600 km. Our radial grid spacing was 75 km,
extending from r \ 0 to r \ 12,000 km in 160 zones. We
veriÐed that Ðner grid resolution or greater extent will not
change our results signiÐcantly.

Because the plume is injected into the code at z\ 400
km, the layers overlying this height participate only mini-
mally by, for example, ““ catching ÏÏ matter that rebounds
upward. Accordingly, we do not illustrate these layers in
our Ðgures. Note also that the matter that they contain is
counted as plume matter by the advection scheme described
in ° 2. They initially contain Jovian atmospheric remains,
but this accounting error has a negligible e†ect since the
column density above 400 km is very small.

Since our computations attempt speciÐcally to isolate
phenomena related to the splashback, we ignore pheno-
mena related to the r \ 0 boundary, and we couple to
ZEUS only plume material ejected on paths at or above the
horizontal. We also ignore the channel created by the entry
of the fragment into the atmosphere. Some possible e†ects
of this channel are discussed in ° 4.8.

4.2. Shock Structure and Evolution
The structure and evolution of splashback shocks has

been discussed by Zahnle (1996, hereafter Z96). Our results
are generally consistent with the conclusions of Z96 but
provide additional insights. Figure 3 illustrates our calcu-
lations of the shock development and evolution at times
extending up to the peak of the main event at 700 s postim-
pact. Each panel is labeled by time, gives a false-color repre-
sentation of the log of temperature, and also includes
overlaid velocity vectors.

At 100 s, most of the infalling mass has not yet hit the
shock and is still cold, producing the dark region Ðlling the
upper left-hand corner, but the border of this region is
bright, denoting a shock. The shock is hottest at the right-
hand edge, i.e., a lateral shock. At this early time, the infal-
ling plume mass cannot exhibit large z-velocities because
large z-velocity material requires longer times for reentry.
But large r-velocities are present, especially in the vanguard.
Since this shock comes from the highest velocity material, it
is hot and is most easily seen in the ascending branch of
light curves at the shortest wavelengths (McGregor, Nichol-
son, & Allen 1996 ; Ortiz et al. 1997) or in strong spectral
bands such as 3.3 km methane (Dinelli et al. 1997) rather
than the long thermal wavelengths (Lagage et al. 1995 ; Liv-
engood et al. 1995). In our synthetic light curves it produces
the ““ third precursors ÏÏ noted by McGregor et al. (1996) and
other observers. Hubble Space Telescope (HST ) imaging of
plumes at the limb (Jessup et al. 2000) shows emission
attributed to an upward-propagating shock near this time.
Upward-propagating shocks from the early plume expan-
sion are deliberately omitted from our model, but the emis-
sion seen by Jessup et al. (2000) and the radially
propagating shock modeled in Figure 3 are parts of the
same continuous process of plume expansion and splash-
back.

At 300 s enough plume material has fallen to drive a
shock down to 200 km above the 1 bar level (near r \ 1500
km), and the lateral shock has now expanded to r \ 4000
km. Additional infalling plume material now encounters a
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FIG. 3.ÈTemperature and velocity in the splashback of a large impact
(e.g., L) at three times leading to the peak of the main event. The angles of
the velocity vectors are not a†ected by the di†erent scales for the r- and
z-axes.

previously fallen plume, and a second shock begins to pro-
pagate back into the infall, as predicted by Z96. This is
becoming evident as a warm region above the hottest shock
in the r \ 1000È3000 km interval. Note also that for
r \ 1000 km, the Jovian atmosphere has temporarily
rebounded from the pressure of the initial plume infall. This
rebound is the Ðrst sign of a pressure mode oscillation that
develops in the atmosphere at the acoustic cuto† frequency.

At 700 s, near the peak of the observed (and our modeled)
light curves, the shock structure is complex. For r [ 4000
km, the temperature in the shocked plume rises with height.
This is due to the existence and evolution of two shocks.
The lowest shock occurs near the plume/atmosphere
boundary, while the upper shock, due to plume-on-plume
collision, has now propagated up to nearly z\ 400 km.
Note also that velocities in the lower shocked region are
almost entirely radial because the z-component velocity has
been dissipated in the shock. The reversed temperature gra-
dient occurs because the lower shock cools before the upper
shock. At any given time, the lower shock has existed
longer, so its cooling has proceeded further. Both shocks are
optically thin and independently cool by radial expansion
as well as by radiation. For a given total velocity, the plume

mass having the smallest z-component and largest r-
component velocity will fall back Ðrst. So the radial expan-
sion of the lower shock is greater than the upper, which
contributes greatly to its more rapid cooling.

The lower shock makes the dominant contribution to the
IR light curves at this time. Although it is cooler, it has a
much greater mass density than the upper shock. As time
proceeds, regions of reversed temperature gradient occur at
increasingly larger r and occupy much larger area (in the zrh
model geometry, surface area is proportional to r2).

Also at 700 s, the lateral shock has moved to near
r \ 7000 km. Up to this time, the expansion of the lateral
shock is driven in part by the continuing infall of plume
mass. A cold rarefaction remains behind it at high z (the
dark region at the top of the panel near r \ 6000 km). A
complex and interesting mass Ñow can be discerned in the
shock and rarefaction region, as revealed by the velocity
vectors. These vectors show the velocity of the matter, which
is not the same as the velocity of the shock itself. Matter
behind the rarefaction (i.e., at smaller r) moves downward
(from infall) as it expands radially, reaching a minimum
height of zD 320 km at the same r-position as the rarefac-
tion. Ahead of the rarefaction (i.e., at greater r) there is a
slight upward component to the continued radial expansion.
Some of this matter may fall back again at later times and
has been postulated to account for the secondary maxima
in the light curves (Mac Low 1996). However, as we will see
in ° 4.4, another process is principally responsible for the
secondary maxima.

Figure 4 shows the structure and evolution of the shocks
at times after the peak of the main event. At 1000 s, the
reversed temperature gradient is accentuated by the col-
lapse of the vanguard. The point at which the vanguard
intersects a given height Ðrst begins to move radially inward
at 720 s. The inward motion of the intersection corresponds
to ejection zenith angles decreasing from 45¡ to 0¡, and this
mass falls onto previously impacted plume matter. A high-
velocity plume-on-plume collision is consistent with the
onset of high-excitation CO emission at 720 s, in excellent
accord with observations (Meadows & Crisp 1995). This
collapsing vanguard produces a hot shock, which is visible
near r \ 2000È3000 km. Although the velocity of the matter
in the vanguard is directed radially outward, the shock pro-
duced by its collapse moves radially inward with time. This
derives from the ballistics, wherein the last portion of the
vanguard to fall back is the portion ejected straight upward,
which (having no r-velocity) falls back to r \ 0. As in the
case of the lateral shock (which is produced by the horizon-
tally expanding portion of the vanguard), the shock from
the collapsing vanguard is hot and produces its most signiÐ-
cant e†ects at the shortest wavelengths. It is particularly
prominent in our synthetic light curves at 0.9 km (° 4.3.1),
where it accounts for the Ñare observed to peak near 1000 s
by several groups (summarized by Ortiz et al. 1997).
Model temperatures in the Ñare shock reach 3000 K.
The occurrence of the highest shock temperatures in the
collapsing vanguard is qualitatively consistent with CO
observations, wherein shock temperature increases
monotonically with time until t D 1000 s (Kim et al. 1999).
The collapse of the vanguard not only provides a tem-
perature sufficient to excite CO overtone transitions (Noll
et al. 1997) but also sufficient mass to provide signiÐcant
optical depth in these lines. Consequently, the 2.3 km CO
features should appear in emission predominately after the
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FIG. 4.ÈTemperature and velocity in the splashback of a large impact
(e.g., L) at three times after the peak of the main event. The angles of the
velocity vectors are not a†ected by the di†erent scales for the r- and z-axes.

peak of the continuum light curves, in agreement with
observations (Meadows & Crisp 1995). It is not necessary to
postulate dust formation preferentially at speciÐc times
(Hasegawa, Takeuchi, & Watanabe 1996) in order to
explain the main characteristics of the splashback.

At 1400 s, infall of plume material has ceased, but radial
expansion of the fallen plume continues. The collapse of the
vanguard leaves a low-pressure wake, which is accentuated
by the continued radial expansion. This wake is Ðlled by
matter overlying the plume. This in-rushing matter is quite
noticeable on the 1400 s panel, especially in the r \ 2000È
8000 km region, where it is seen falling down and outward,
joining the radial expansion of the collapsed plume.

In the model, the radial expansion or ““ sliding ÏÏ of the
plume is unimpeded by molecular or turbulent viscosity
since viscosity terms are not included in our ““ dry water ÏÏ
Ñuid equations. Under this condition, the plume gas will
continue to expand until the layer becomes inÐnitesimally
thin in the z-dimension, but particulate grains in the plume
will drop below the shock to form a quasi-static debris
pattern in the atmosphere. At 1400 s, the edge of the radially
expanding plume continues to be marked by the lateral
shock, now near r D 12,000 km. The radial expansion of
this shock in the model continues for much greater times as

it becomes essentially a single propagating pressure pulse.
Its continued expansion accounts for the rings of large
radius observed by McGregor et al. (1996, see also ° 4.7).

The 2000 s panel shows that much of the upper atmo-
sphere has cooled signiÐcantly and that the level of contin-
uum emission is greatly reduced (i.e., the ““ main event ÏÏ is
over). However, even at much later times, residual heating
of the upper atmosphere for zº 250 km remains D200 K,
so that many spectral lines will still appear in emission
(Bezard 1997 ; Kostiuk et al. 1996 ; Lellouch et al. 1995). The
lateral shock (now o† the panel) continues to propagate to
larger radii, as discussed below.

SpeciÐc comments should be made concerning the agree-
ment of the modeled shock temperatures with observations.
Near maximum light, the cooler portions of the modeled
lower shock (600 K at r \ 3000 km) are in good agreement
with the color temperatures seen in the IR continuum
(Nicholson et al. 1995b). Regions at larger radius remain
warmer than observed (e.g., 1700 K at r \ 5000 km) but are
cooling rapidly. Temperatures in the upper shock produced
by the highest z-velocity material at 1000 s (2500 K at
r \ 2000 km) are in good agreement with spectroscopic
observations in strong lines (Knacke et al. 1997), but we
cannot account for the 5000 K values reported by Kim et al.
(1999).

4.3. L ight Curves
The lack of wavelength-dependent opacities in our

modeled light curves limits them. Nevertheless, using the
wavelength-dependent Planck function maintains sensi-
tivity of shorter wavelengths to hotter regions, thus
accounting for much of the wavelength variation of light-
curve morphology. Our peak Ñuxes scale nearly linearly
with opacity and with plume mass because the plume is
optically thin. Two factors must be more solidly established
in order to derive the impactor masses from the observed
light curves. First, the fraction of impact energy (g) that goes
into lofting the plume must be known. Second, accurate
wavelength-dependent opacities must be incorporated into
the model. At present, our adopted values (g \ 0.3 [ZM95]
and i \ 10 cm2 gm~1) require an impactor mass for the
well-observed R fragment of 1.7] 1014 grams in order to
match the 10 km Ñux of Friedson et al. (1995). Assuming a
mass density of 0.5 g cm~3, the implied diameter of the R
fragment is about 400 m. The mass of the largest fragment
(L) would be an order of magnitude larger, based on the 10
km Ñux observed by Lagage et al. (1995).

We discuss the comparison between the modeled and
observed light curves at several wavelengths spanning the
range from just longward of the visible to the thermal IR.
We plot the observed and modeled light curves using scales
(linear, log, etc.) that follow the style of the observed light
curves as originally published. Also, we have applied an
approximate correction for viewing geometry to the theo-
retical curves (this correction, while not negligible, is not
large enough to be a signiÐcant issue in the comparisons).

4.3.1. 0.9 km L ight Curves

Several observational groups observed large impacts (L
and H) at 0.9 km using CCD detector arrays. Ortiz et al.
(1997) summarized the observations. Schleicher et al. (1994)
obtained the most extensive data, which are replotted in
Figure 5. The observations as originally published show a
baseline drift toward higher intensities at the latest times.
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FIG. 5.ÈObserved light curve (dotted line) of the L impact at 0.9 km,
from Schleicher et al. (1994), in comparison to our modeled light curve at
this wavelength (solid line). The modeled curve has been normalized in
intensity to equal the observed curve at 450 s. The notations PC3, ME, and
F stand for third precursor, main event, and Ñare, respectively.

They attribute this baseline increase to greater reÑectivity of
regions surrounding the splashback site, which is not rele-
vant in this context. We therefore removed the observed
baseline using a low-order spline.

The observed light curves at this wavelength show a
double-maximum structure. The Ðrst maximum is broader
and peaks near 450 s, corresponding to the main event. The
second maximum is much sharper and peaks near 1000 s.
The modeled light curve exhibits both 450 and 1000 s
maxima, whose relative widths and amplitudes agree well
with the observations. However, the modeled curve also
exhibits an additional maximum near 250 s, which is not
seen in the observations.

Radiation at this wavelength is particularly sensitive to
the hottest material in the splashback because of the expo-
nential term in the Planck function. Hot material is espe-
cially prominent at two epochs. The Ðrst hot epoch begins
quite early since the portions of the vanguard having small
z-component and large r-component velocities produce the
lateral shock. Methane observations show high tem-
peratures in this epoch persisting for much longer than can
be plausibly ascribed to the Ðreball phase (see, e.g., Fig. 6 of
Dinelli et al. 1997). The Ðrst hot epoch involves the shock
heating of the Jovian atmosphere as the lateral portions of
the vanguard expand. A second hot epoch begins at 720 s,
caused by the collapse of vanguard mass ejected at zenith
angles less than 45¡. This hot epoch is more familiar to
observers ; it involves infall onto regions of previously fallen
plume material, which likely accounts for the fact that it is
quite prominent in CO (Meadows & Crisp 1995 ; Kim et al.
1999 ; Meadows et al. 2001).

The area encompassed by the lateral shock increases as
the shock expands, but its temperature decreases. Hence, its

maximum contribution to short-wavelength light curves
occurs at a time (200È300 s) that is determined by the
balance between these competing factors. The shoulder on
the Figure 5 modeled light curve (marked ““ PC3 ÏÏ for third
precursor ; see ° 4.3.2) indicates the maximum contribution
of the lateral shock. The observed light curve does not show
the PC3 feature, but it is similar to the model in that it
exhibits a signiÐcant rise almost immediately after impact,
which is not seen in observations at longer wavelengths
(Nicholson 1996).

The broad peak in the modeled and observed curves near
450 s (marked ““ME ÏÏ for main event) corresponds to the
main-event emission seen at longer wavelengths, which are
sensitive to a larger range of temperatures. However, both
the model and observations show that the main event at
short wavelength is shifted signiÐcantly earlier in time, i.e.,
D450 s postimpact versus D700 s at longer wavelengths.
This derives from the rapid cooling of the lower shock, as
discussed in ° 4.2.

The second hot epoch corresponds to the sharpest peak
in the light curve. This feature has been called the ““ Ñare ÏÏ by
Fitzsimmons et al. (1996) and is marked by ““ F ÏÏ in Figure 5.
We adopt this terminology (note that the same term has
been used more generally by some authors to denote the
entire period of postimpact brightening). The origin of the
Ñare has not been adequately explained, although Ortiz et
al. (1997) correctly identiÐed it with high-velocity ejecta.
Our modeled curve accounts well for its amplitude relative
to the main event, albeit with a slight error in the timing of
the peak. The agreement is too good to be accidental, and
we conclude that the model has captured the essential
physics of this feature. The Ñare comes from vanguard
material launched on zenith angles less than 45¡ and begins
about 720 s postimpact. The last portions of the vanguard
to reenter are those launched vertically ; for a vanguard
velocity of 11.8 km s~1, these fall back at 1015 s. In the
well-known HST limb images (Hammel et al. 1995 ; replot-
ted in Paper I), the Ñare corresponds to the ““ plume Ñat on
limb ÏÏ phase of plume collapse. The modeled light curve
declines very steeply after this time, reÑecting our adopted
sharp velocity cuto†. The observed Ñare occurs somewhat
earlier, implying a slightly smaller cuto† velocity for this
impact. The more gradual decline in the observed Ñare also
suggests that the velocity cuto† in the real plume was not
quite so sharp as in the model ; i.e., the outer edge of our
modeled vanguard is too sharp. Models that eliminate the
vanguard entirely do not produce an acceptable Ñare phase
in their 0.9 km light curves.

4.3.2. 2 km L ight Curves

Figure 6 shows the light curve observed for the G impact
by McGregor et al. (1996), plotted on a log scale in com-
parison to our modeled light curve. The morphologies of
these light curves are very similar to each other, again indi-
cating that the model is accounting to a large degree for the
splashback physics. Essentially all features of the observed
light curve Ðnd counterparts in the model. These are
marked PC3 (third precursor), ME (main event), F (Ñare), B
(bounce), and 2B (second bounce). The PC3 feature was
identiÐed in the observations by McGregor et al. (1996).
The presence of third precursors on the ascending branches
of short-wavelength light curves is a natural consequence of
the expansion of the lateral shock, as discussed in ° 4.3.1. In
Figure 6, the observed PC3 immediately follows the second
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FIG. 6.ÈObserved light curve (lower plot) of the G impact at 2.3 km,
from McGregor et al. (1996), in comparison to our modeled light curve at
this wavelength. The modeled curve has been o†set upward for clarity. The
notations PC3, ME, F, and B, and 2B stand for third precursor, main
event, Ñare, bounce, and second bounce, respectively.

precursor (from the Ðreball), which we do not model with
ZEUS.

Both the modeled and observed light curves exhibit a
broad main-event phase between 500 and 1000 s. Both ME
features are similar in that they decline more sharply than
they ascend. This is due to the sudden collapse of the
vanguard in the Ñare phase ; in the modeled light curve this
creates a particularly sharp drop in intensity near 1000 s.
This bears an especially strong resemblance to observations
of the K impact (McGregor et al. 1996 ; Watanabe et al.
1995) but is unlike Keck observations of the smaller R
impact (Graham et al. 1995), which show a smoother and
more symmetric main event. A tendency toward smoother
light curves for smaller impacts was previously noted by
ZM95 and may indicate the lack of a vanguard for smaller
plumes (see ° 4.6).

Both light curves exhibit a secondary peak (the bounce)
about 500È600 s after the main-event peak. Understanding
this feature was the original motivation for our work. It is
discussed in detail in ° 4.4.

There is one signiÐcant di†erence between the modeled
and observed light curves of Figure 6. The modeled curve
decays at a signiÐcantly greater overall rate following the
main-event peak. To some extent this may be due to satura-
tion in the observed Ñuxes near peak (McGregor et al.
1996), but it is also likely that the model cooling rate, which
occurs via radial expansion and radiative damping, is too
large. Since the model does not include viscous friction, the
plumes expand too rapidly in the model as compared to the
observations (see ° 4.7). Because radiation at this wave-
length is quite temperature-sensitive, a too rapid rate of
cooling will be quite noticeable. The inclusion of viscosity
and wavelength-dependent opacities in a future version of

the model should allow us to reÐne the agreement with
observations.

4.3.3. 12 km L ight Curves

Figure 7 shows the light curve observed for the H impact
by Lagage et al. (1995), in comparison to our model. We
again see good agreement. The predominant feature of
thermal-IR light curves is their relatively slow rate of
descent following the main-event peak. This produces an
asymmetry wherein the rise to the main event occurs more
rapidly than the decline. The model reproduces this behav-
ior ; the intensity near 2000 s, relative to the peak intensity,
is very similar in the two curves.

Two di†erences between the modeled and observed light
curves are noticeable on Figure 7. First, the main event is
too broad in the model relative to the observations. Second,
a weak Ñare feature remains evident in the modeled light
curve. While the Ñare is a dominant feature in both model
and observations at the shortest wavelengths (Fig. 5), it does
not appear in the observations at 12 km. The modeled Ñare
exhibits the same qualitative behavior, being more promi-
nent at shorter wavelengths, but does not fade sufficiently at
this long thermal wavelength ; this discrepancy could well
derive from our crude gray opacity.

4.4. T he ““Bounce ÏÏ
Both the modeled and observed light curves in Figures 6

and 7 exhibit a secondary maximum, or bounce, at D600 s
following the main event (D1200È1400 s postimpact). The
modeled bounces are similar in amplitude to the obser-
vations, and at least the Ðrst bounce occurs at the correct
time in the model. Given the strong similarity between the
model and observations, we will look to the model to shed
light on the physical cause of this phenomenon.

FIG. 7.ÈObserved light curve (lower plot) of the H impact at 12 km,
from Lagage et al. (1995), in comparison to our modeled light curve, o†set
in the ordinate for clarity. The ““ F ÏÏmarks a residual Ñare feature in the
modeled curve, and ““ B ÏÏ marks the Ðrst bounce.
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We have investigated the nature of the modeled bounces
extensively. We extended the height of the top boundary in
the models (as high as 2000 km) in order to be certain that
material that rebounds upward is not lost via model bound-
ary conditions. We used a variety of Jovian model atmo-
spheres in order to evaluate the sensitivity to atmospheric
parameters. We discuss several potential causes of this
phenomenon.

A widely accepted explanation for the bounce (see, e.g.,
Mac Low 1996 ; Z96) is matter deÑected upward from the
splashback shocks and falling back ballistically at later
times. However, this matter is deÑected upward at relatively
shallow angles, reminiscent of a stone skipped across the
surface of a pond, and its reentry is not the principal con-
tributor to the bounce. Instead, the principal cause of the
modeled bounce is seen in Figure 4, in the 1400 s panel, the
time of the bounce peak. As noted in ° 4.2, the collapse of
the vanguard leaves a low-pressure wake that is accentuat-
ed by the radial expansion of the plume. Matter rushes into
this wake from the zones having zº 400 km. As this matter
hits regions of increased density near zD 300 km, it is also
shocked and moderately heated. If a reservoir of Jovian air
were available above the collapsing plume, this mechanism
would explain not only the light-curve bounces but also the
relative prominence of methane and molecular hydrogen
quadrupole emission in the bounce phase (Meadows et al.
2001). However, the initial expansion of the Ðreball may
sweep aside, or entrain, much of the overlying Jovian atmo-
sphere. Our current model cannot determine whether suffi-
cient Jovian air remains above the plume to promptly Ðll
the wake of the vanguard collapse since the answer depends
on the physics of the Ðreball/plume expansion.

Yet another ““ bounce mechanism ÏÏ derives from the reac-
tion of the underlying atmosphere to the plume infall. As
noted in discussion of Figure 3, the varying pressure of the
overlying plume induces an oscillation in the underlying
atmosphere at the acoustic cuto† period. This is a natural
resonance of a stratiÐed atmosphere in pressure equilibrium
(Lamb 1945). For a constant scale height (H), the acoustic
cuto† period is 4nH/c, proportional to T 1@2, where c is the
sound speed and T is temperature. We ran a series of com-
putations using several isothermal Jovian atmospheric
models with di†erent temperatures. We veriÐed that the
oscillation period in the model varies in proportion to T 1@2.
For our empirical model, the resonance occurs at D450 s.
The acoustic mechanism contributes to the modeled bounce
but determines the bounce period only after the Ðrst or
second maximum. Since the initial portion of the bounce
phenomenon has a somewhat longer period (500È600 s), we
expect that the period of the bounce in observed light curves
should shorten slightly with time. Nicholson et al. (1995a)
observed multiple bounces, but their observations contain
gaps that make it difficult to discern variations in the
bounce period.

4.5. Radiative Damping
The fact that the splashbacks were bright in infrared radi-

ation suggests that radiative emission may be an important,
even dominant, cooling mechanism. Is the overall morphol-
ogy of the light curves determined by radiative cooling of
the splashback regions?

Figure 8 shows the e†ect on the 2 km light curve of
turning o† the radiative damping term in the model. In the
absence of radiative damping, the peak Ñux is larger by a

FIG. 8.ÈE†ect of radiative damping and omission of the vanguard on
light curves for a large impact (e.g., L) at 2 km. The solid curve is the
nominal plume model, including radiative damping and a vanguard. The
dashed line shows the e†ect of turning o† radiative damping, and the
dotted line shows the e†ect of eliminating the vanguard.

factor of 6 (0.8 in log Ñux). Ignoring the obvious contradic-
tion (that the radiated Ñux is greater when we turn o†
radiation), we use this comparison to evaluate the e†ects of
radiative damping on the splashback energy budget. At
2000 s post impact, the Ñux in the nominal model has fallen
by 2 orders of magnitude, whereas the undamped model
shows a decrease of 0.6 in log Ñux (this being due to radial
expansion). In the case of the 10 km light curve (not
illustrated), the nominal model falls by only 0.6 in log Ñux at
2000 s, versus 0.3 for the undamped model. So the e†ect of
radiative damping, relative to cooling by expansion, is
greatest at the shortest wavelengths. ZM95 invoked an
instantaneous balance between the kinetic energy of the
infalling plume and radiative losses. Our calculations
conÐrm that this is a reasonable approximation. However,
the opposite approximation, in which radiation is entirely
neglected and cooling occurs only by radial expansion, also
produces light curves whose shapes match the observations
fairly well (see, e.g., the dashed line in Fig. 8), especially for
the longer thermal wavelengths.

Radiative damping a†ects the time of maximum in the
light curves by a small, yet signiÐcant, amount. The
maximum of the nominal light curve shifts slightly earlier
than in the undamped case. This is due to the greater radi-
ative losses from the hottest shocks, which occur after 720 s.

We monitored the modeled temperature proÐle of the
atmosphere below the depth of shock heating. For the
largest impacts (L, G, and K) this depth corresponds to
p D 0.5 mbar, while for the moderate R impact, it is p D 0.1
mbar. Atmospheric temperatures at greater pressures did
not vary signiÐcantly (\1 K), indicating that heating of the
lower atmosphere by radiation from the overlying shocks
was negligible. The optical thinness of SL9 shocks contrasts
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with the larger terrestrial K/T impact, where radiation from
the splashback is believed to have ignited global terrestrial
Ðres (Melosh et al. 1990).

4.6. Nonvanguard L ight Curve
Figure 8 also shows the 2 km light curve that results from

a plume wherein the vanguard is eliminated. This causes the
main event to be more ““ rounded ÏÏ and symmetric, whereas
observations of the G and K impact show main events that
decline more steeply than they ascend (McGregor et al.
1996 ; Watanabe et al. 1995). The bounce is broadened and
delayed without the vanguard, and as noted in ° 4.3.1, the
vanguard is needed to match the Ñare seen at 0.9 km. Quite
a few of the smaller fragments show symmetric main events
(see, e.g., Graham et al. 1995) and were not observed at 0.9
km, so nonvanguard models might be preferred in those
instances.

4.7. T he 3È4 km Ring
McGregor et al. (1996) describe the expansion of a large

ring seen at 3È4 km but not at shorter or longer wave-
lengths. Observations of the ring D4700 and 7400 s postim-
pact show radii of D14,000 and 18,000 km, respectively.
The center of the ring is o†set from the impact location in
the approximate direction of the incoming fragment by
3600 km. Extrapolating the ring radius at the two observed
times back to t \ 0 suggests an origin near r \ 8000 km
from the impact site. Our model explains these e†ects, as
discussed below.

The lateral shock produced by the vanguard accounts
qualitatively for the observed characteristics of this ring.
The shock produces a relatively narrow, high-contrast
feature and remains sufficiently hot to the large ring radii.
The initial velocity of the vanguard is 11.8 km s~1, which is
much faster than the observed expansion velocity of the
ring. However, the shock moves more slowly than the veloc-
ity of the matter that impacts it, the plume mass being
diverted upward as it transfers only a fraction of its momen-
tum to the shock. Also, the shock slows as it propagates to
larger radius because the expansion does work against the
ambient atmosphere. Linearly extrapolating two obser-
vations of the ring position back to t \ 0 may suggest
r \ 8000 km as a starting position, but the velocity is not
constant, and the ring likely originated at r \ 0.

The o†set between the ring center and the impact site is
also illusory. Because the plume cone is tilted relative to
vertical, the lateral shock in the fragment entry direction is
driven by a larger r-component velocity and will expand
faster than in the antifragment direction. This results in the
apparent center of the ring being substantially shifted
toward the fragment direction. We calculated the shock
positions and propagation speeds at larger radii by running
the code in a grid with r extending to 30,000 km. In prin-
ciple this calculation should be done in full three-
dimensional geometry at this radius, but that is beyond our
current computational capabilities. We can closely approx-
imate the results of a three-dimensional calculation by
extracting the infalling plume momentum and energy in
two-dimensional ““ slices ÏÏ in opposite radial directions from
the impact point. Figure 9 shows the ring radius and o†set
from these calculations compared to the observations by
McGregor et al. (1996). The model produces a radius that is
too large by about 35% compared to the observations. The
o†set, conversely, is too small in the model by 50%. The

FIG. 9.ÈObserved radii (upper squares) and o†set (lower squares) of the
3È4 km ring from G and K impact data by McGregor et al. (1996), in
comparison to the modeled radii (upper curve) and o†set (lower curve)
versus time.

modeled ring velocity between the two observed times is
about 2.2 km s~1, versus an observed velocity of 1.4 km s~1.

The expansion of the modeled ring is determined solely
by the nonviscous Ñuid equations (1)È(9), whereas friction
from molecular and turbulent viscosity should also be
included in future models. The addition of friction from this
source can only slow the modeled ring and will improve the
agreement with observations.

The temperature of the modeled lateral shock at the large
radii corresponding to the ring observations is D600 K.
This is sufficient to produce thermal emission at the 3È4 km
wavelength of the observations. The steep decline in the
Planck function makes such emission less detectable at sig-
niÐcantly shorter wavelengths, and optical thinness makes
the emission faint at any wavelength outside of strong spec-
tral features. McGregor et al. (1996) discussed the peak
wavelength of the ring emission, which they concluded was
extended longward of the 3.3 km methane band. Also, the
ring was not visible at 2.3 km, although a methane band
occurs at that wavelength. This has prompted investigation
of organic compounds such as tholins (Wilson & Sagan
1997), but many observations show (and our models agree)
that the splashback took place at quite low pressure levels
(tens of kbar). This insures that thermal emission from the
ring was optically thin and most easily observed in strong
bands of abundant compounds such as the 3.3 km funda-
mental band of methane. In this respect, note that the 2.3
km methane band has a strength that is nearly 2 orders of
magnitude less than the fundamental (Pugh & Rao 1976), so
a 600 K methane ring should not be visible at 2.3 km, but
the 3.3 km band will exhibit emission in high J transitions
at longer wavelength. For example, the P(18) and P(19)
methane lines near 3.5 km were observed for the C impact
by Dinelli et al. (1997). We therefore strongly suspect that
the emission of the 3È4 km ring was indeed due to methane
in the 3.3 km band.

4.8. Other Phenomena
As demonstrated in previous sections, our splashback

model explains and ties together many of the observed SL9
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features. Consequently, we regard as signiÐcant the fact that
it does not produce the slowly moving (D400 m s~1) dark
rings that Ingersoll & Kanamori (1995) attribute to gravity
waves trapped in a deep water layer. Since the large oxygen
abundance predicted by the Ingersoll & Kanamori (1995)
model was not conÐrmed by the Galileo probe (Niemann et
al. 1998), the origin of these rings remains an open question.
Recently, Walterscheid, Brinkman, & Schubert (2000) pro-
duced outward-moving gravity waves of the correct speed
using a hydrodynamic model wherein energy is deposited in
a cylindrical region with a radius from 250 to 1000 km,
extending downward to pressures of p D 0.2 bars. They
cite the plume splashback as the source of this energy
deposition.

Our model allows gravity wave generation and propaga-
tion, but we Ðnd no signiÐcant gravity waves excited by the
splashback when energy and momentum are coupled ballis-
tically to the top layer of the atmospheric model, as is
correct purely for the splashback phase. Splashback e†ects
do not penetrate even close to 0.2 bars, and we suggest that
the energy deposition adopted by Walterscheid et al. (2000)
would be more realistically ascribed to the entry of the
fragment and/or the initial expansion of the Ðreball. The hot
Ðreball provided a large source of buoyancy, which could
potentially generate gravity waves at the stratospheric level,
and we would not see these gravity waves in our current
results.

5. SUMMARY

We have modeled the interaction of SL9 ejecta plumes
with the Jovian atmosphere during the splashback phase.
We treat the plumes as cold matter in ballistic Ñight using a
Monte Carlo method to populate the Zahnle & Mac Low
(1994) power-law velocity distribution. Included in our
nominal plume is a shell of mass near the high-velocity
cuto†, which we call the vanguard. Paper I optimized the
plume parameters by comparing synthetic model images
with HST images of the impact sites.

In this paper, we have coupled the ballistic Monte Carlo
plumes to the ZEUS-3D hydrocode, which we have modi-
Ðed to include radiative damping in the gray approx-
imation. We validated the modiÐed code by comparing its
output to analytic solutions for several test problems. Using
the code to follow the plume-atmosphere interaction has
provided new insights into the physics of a typical splash-
back. The models explain most of the major observed fea-
tures of the SL9 light curves and spectroscopy (especially
for the larger impacts), including several previously unex-
plained phenomena. Continuum light-curve morphology
from the model agrees with observations from 0.9È12 km,
without invoking ad hoc hypotheses such as dust formation
at speciÐc times.

The plumes include matter ejected nearly horizontally.
The horizontally driven portion of the vanguard produces a
lateral shock, which at 200È300 s postimpact produces hot
methane emission as it expands through the atmosphere.
Thus commences an early hot epoch in the light curves,
most noticeable at the shortest wavelengths. The third pre-
cursor phenomenon noted by McGregor et al. (1996) is due
to this shock, as is the hot methane emission observed by
Dinelli et al. (1997) and the rapid rise in light curves at 0.9
km (Ortiz et al. 1997). Continued expansion gradually cools
this shock, but it maintains a ringlike morphology in the
model. This accounts for the rings seen in 3È4 km images by
McGregor et al. (1996). However, the radius of our modeled

ring is 35% greater than the observed ring, and its expan-
sion velocity about 2 hr postimpact is 2.2 km s~1 versus the
observed velocity of 1.4 km s~1. The future inclusion of
molecular and turbulent viscosity in the hydrocode will
slow the modeled expansion, bringing the modeled and
observed ring into closer agreement.

Shock temperatures and structure produced by the
model agree well with inferences from spectroscopic obser-
vations. The Ðrst plume matter to fall back produces a
shock at the greatest pressures (typically tens of microbars),
with shock temperatures brieÑy approaching 2000 K. Con-
tinued infall extends this to a second shock at greater
heights, while the lower shock cools rapidly by radiation
and by its greater radial expansion. This more rapid cooling
of the lower shock accounts for the bivariate nature of the
shock temperatures derived from observations (Nicholson
1996). Just after the peak of the light curve, the lower shock
has cooled sufficiently so that a fully reversed temperature
gradient is present. A second hot epoch commences at this
time (720 s), with the infall of vanguard matter ejected at
zenith angles less than 45¡. At these ejection angles, the
infalling vanguard collides with previously fallen plume
matter. This ““ plume-on-plume ÏÏ collision produces shock
temperatures as high as 3000 K and is responsible for the
high-excitation CO emission seen at these times. The
second hot epoch climaxes near 1000 s since portions of the
vanguard ejected at small zenith angles are the last to fall
back, and the HST limb images exhibit the ““ plume Ñat on
limb ÏÏ phase of plume collapse. This produces the pre-
viously unexplained sharp spike in 0.9 km light curves,
which Fitzsimmons et al. (1996) have termed the Ñare.

Collapse of the vanguard creates a low-pressure wake,
which is further accentuated by the radial expansion of the
plume. If sufficient Jovian air is left in the immediate wake
of the plume collapse, it will rush into this wake and be
moderately shock-heated, producing hydrogen quadrupole
emission, methane emission, and the secondary light-curve
maximum called the bounce. Although the timing of the
Ðrst bounce (500È600 s after the main event) is initially
determined by this mechanism, subsequent bounces in the
model occur at shorter periods (450 s). This shortening of
the period occurs because the underlying atmosphere
begins to oscillate at the acoustic cuto† period.

Radiative damping contributes signiÐcantly to the
cooling of the heated plume, as does the radial expansion of
the splashback regions. Radiative damping is more rapid at
the highest temperatures, so it acts to limit temperatures of
the hottest shocks and is especially important in shaping
light curves at the shortest wavelengths. Following the main
event, residual heating in the upper atmosphere is on the
order of 200 K, in approximate agreement with obser-
vations (Bezard 1997). Heating of the atmosphere below D1
mbar, by downward radiation from the overlying shocks, is
negligible.
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Several proof corrections errors were not carried over faithfully to the published version of this paper.
Equation (5) should read

J(q0)\
1
2
P
0

=
S(q)E1( Â q[ q0 Â )dq , (5)

instead of

J(q0)\
1
2
P
0

=
S(q)E1(q[ q0) Â q[ q0 Â dq , (5)

Equation (9) should read

dS
dq

\ 3pT eff4
4n

. (9)

instead of

dS
dq

\ 3pTeff
4n

. (9)

In the last sentence of the penultimate paragraph of ° 4.1, ““ They initially contain Jovian atmospheric remains ÏÏ should read
““ They initially contain Jovian atmospheric matter.ÏÏ

The copyright was incorrectly assigned to the American Astronomical Society. It should have read 2001. Joseph““(
Harrington. Printed in U.S.A.ÏÏ The accepted date for the paper should read 2001 April 17.
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